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# 摘要

虽然神经网络在许多应用领域取得了进展，但它们往往具有很高的计算成本。如果我们想要将现代网络整合到对功率和计算要求严格的边缘设备中，降低神经网络推理的功率和延迟是关键。神经网络量化是实现这些节省的最有效方法之一，但它所产生的额外噪声会导致精度下降。

在这份白皮书中，我们介绍了最先进的算法，用于在保持低比特权重和激活的同时减轻量化噪声对网络性能的影响。我们首先介绍了硬件驱动的量化，然后考虑了两类主要算法：训练后量化（PTQ）和量化感知训练（QAT）。PTQ不需要重新训练或标记数据，因此是一种轻量级的按钮量化方法。在大多数情况下，PTQ足以实现接近浮点精度的8位量化。QAT需要微调和访问标记的训练数据，但能够实现较低的比特量化，并具有竞争性的结果。对于这两种解决方案，我们都提供基于现有文献和广泛实验的测试管道，从而为常见的深度学习模型和任务提供最先进的性能。

# 导言

随着深度学习作为向电子设备注入智能的通用工具的日益普及，对小型、低延迟和节能的神经网络解决方案的需求也越来越大。如今，神经网络可以在许多电子设备和服务中找到，从智能手机、智能眼镜和家用电器，到无人机、机器人和自动驾驶汽车。这些设备通常受到严格的神经网络执行时间限制或对长时间性能的严格功率要求。

减少神经网络计算时间和能量消耗的最有影响的方法之一是量化。在神经网络量化中，权值和激活张量的存储精度低于它们通常训练的16或32位精度。当
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从32位移动到8位，存储张量的内存开销减少了4倍，而矩阵乘法的计算成本减少了16倍。神经网络已被证明对量化具有鲁棒性，这意味着它们可以被量化到较低的比特宽度，而对网络精度的影响相对较小。此外，神经网络量化通常可以与其他常用的神经网络优化方法一起应用，如神经网络结构搜索、压缩和剪枝。对于任何实际的深度学习用例来说，这都是模型效率管道中必不可少的一步。然而，神经网络量化并不是免费的。低比特宽度量化会给网络带来噪声，从而导致精度下降。虽然一些网络对这种噪声具有鲁棒性，但其他网络需要额外的工作来利用量化的好处。

在这篇白皮书中，我们介绍了神经网络量化的最新技术。我们从量化的介绍开始，讨论硬件和实际考虑。然后，我们考虑了两种不同的量化神经网络模式：训练后量化(PTQ)和量化感知训练(QAT)。PTQ方法，在第#节中讨论[3](#_bookmark25)，采用训练好的网络，用很少或没有数据对其进行量化，只需要极少的超参数调整，不需要端到端的训练。这使得它们成为一种按下按钮的方法，以低工程努力和计算成本量化神经网络。与此相反，QAT，在第#节中讨论[4](#_bookmark57)，依赖于在训练管道中用模拟量化对神经网络进行再训练。虽然这需要在训练和潜在的超参数调谐方面付出更多的努力，但与用于低比特量化的PTQ相比，它通常进一步缩小了与全精度精度的差距。对于这两种机制，我们都基于现有文献和广泛的实验引入了标准管道，这些管道导致了通用计算机视觉和自然语言处理模型的最先进性能。我们还提出了一个调试工作流，以识别和解决在量化新模型时常见的问题。

# 量化基础

在这一节中，我们介绍了神经网络量化的基本原理以及量化网络运行的定点加速器。我们首先从硬件的动因开始，然后介绍标准量化方案及其性质。我们稍后讨论与现代神经网络中常见的层相关的实际考虑因素及其对定点加速器的影响。

### 硬件背景

在深入研究技术细节之前，我们首先探讨了量化的硬件背景，以及它如何在设备上实现高效的推理。图[1](#_bookmark4) 提供了如何在神经网络（NN）加速器中计算矩阵——向量乘法（y=Wx+b）的示意性概述。这是神经网络中更大的矩阵——矩阵乘法和卷积的组成部分。这样的硬件块旨在通过并行执行尽可能多的计算来提高NN推理的效率。该NN加速器的两个基本部件是处理元件C*n,m*和累加器A*n*。我们的玩具例子[1](#_bookmark4) 有16个方形网格状的处理元件和4个蓄能器。计算从用偏置值b*n*加载累加器开始。然后，我们将权重值W*n,m*和输入值x*m*加载到数组中，并在单个循环中计算它们在各自处理元素C*n,m*=W*n,m*x*m*中的乘积。然后将其结果添加到累加器中：

A*n* = b*n* + *Cn,m* (1)

*m*

上述操作也称为乘——累加（MAC）。对于较大的矩阵——向量乘法，此步骤重复多次。一旦所有循环完成，累加器中的值就会被移回内存，以便在下一个神经网络层中使用。神经网络通常使用FP32权值和激活进行训练。如果我们要在FP32中执行推理，处理元件和累加器必须支持浮点逻辑，并且我们需要将32位数据从存储器传输到处理单元。MAC操作和数据传输消耗了神经网络推理过程中消耗的大部分能量。因此，通过对这些量使用较低比特定点或量化表示，可以获得显著的好处。低比特定点表示，例如INT8，不仅减少了数据量传输，而且减少了MAC操作的大小和能耗([霍洛维茨，2014年](#_bookmark80)）。这是

因为数字算法的成本通常随所用比特数线性地扩展到二次型，并且因为定点加法比浮点加法更有效([霍洛维茨，2014年](#_bookmark80)).

输入值

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | x! | x# | x$ | x% |  |
| W!,! W!,# W!,$ W!,% | #!,! | #!,# | #!,$ | #!,% | $! |
| W#,! W#,# W#,$ W#,% | ##,! | ##,# | ##,$ | ##,% | $# |
| W$,! W$,# W$,$ W$,% | #$,! | #$,# | #$,$ | #$,% | $$ |
| W%,! W%,# W%,$ W%,% | #%,! | #%,# | #%,$ | #%,% | $% |

图1：神经网络加速器硬件中矩阵乘法逻辑示意图概述。

为了从浮点到高效的定点操作，我们需要一个将浮点向量转换为整数的方案。浮点向量x可以近似表示为标量乘以整数值的向量：

x = s**x** · x国际 ≈ x

(2)

其中s**x**是浮点比例因子，x国际是整数向量，例如INT8。我们将这个量化版本的矢量表示为x。通过量化权重和激活，我们可以编写累积方程的量化版本：

*A*ˆ*n* = **b**.*n* + L **W** *n,m* **x**.*m*

=bn+Ls**w**W国际

*sxxint*

*m*

=bn+s**w**s**x**LW国际

国际

*m*

(3)

*m*

注意，我们对权重s**w**和激活s**x**使用了单独的比例因子。这提供了灵活性并减少了量化误差（更多见第#节）[2.2](#_bookmark6)）。由于每个比例因子都应用于整个张量，因此该方案允许我们将比例因子因子从方程中的和中因子([3](#_bookmark5)）并以定点格式执行MAC操作。我们暂时有意忽略偏置量化，因为偏置通常存储在较高的位宽（32位）中，其比例因子取决于权重和激活因子（[雅各布等人，2018](#_bookmark83)).

图[2](#_bookmark7) 显示了当我们引入量化时，神经网络加速器是如何变化的。在我们的例子中，我们使用INT8算法，但为了讨论，这可以是任何量化格式。重要的是，要保持较高的位宽的累加器，典型的32位宽。否则，由于计算期间累积更多产品，我们面临因溢利而产生亏损的风险。

存储在32位累加器中的激活需要写入内存，然后才能被下一层使用。为了减少数据传输和下一层操作的复杂性，这些激活被量化回INT8。这需要一个重新量化步骤，如图所示[2](#_bookmark7).

### 均匀仿射量化

在这一部分中，我们定义了本文将使用的量化方案。这种方法被称为均匀量化，是最常用的量化方法，因为它允许有效地实现定点算法。

输入值

!" ⋅

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| W!,! W!,# W!,$ W!,% | #!,! | #!,# | #!,$ | #!,% | $! |
| W#,! W#,# W#,$ W#,%  !! ⋅ | ##,! | ##,# | ##,$ | ##,% | $# |
| W$,! W$,# W$,$ W$,% | #$,! | #$,# | #$,$ | #$,% | $$ |
| W%,! W%,# W%,$ W%,% | #%,! | #%,# | #%,$ | #%,% | $% |
| INT8 |  |  |  |  | INT32 |

图2：用于量化推理的神经网络加速器中的矩阵乘法逻辑示意图。

均匀仿射量化又称非对称量化，由三个量化参数定义：尺度因子s、零点z和位宽b。比例因子和零点用于将浮点值映射到整数网格，整数网格的大小取决于位宽。比例因子通常表示为浮点数，并指定量化器的步长。零点是一个整数，它确保真实的零点被量化而不会出错。这对于确保像零填充或ReLU这样的常见操作不会引起量化误差非常重要。

一旦定义了三个量化参数，我们就可以继续进行量化操作。从实值向量x开始，我们首先将其映射到无符号整数网格{0,.,2*b*−1}：

x国际=夹具( x 1+z；0.2*b*-1)，(4)其中l·l是圆到最接近算子，夹紧定义为：

夹具(x;a,c)=

*x, a* ≤ *x* ≤ *c,*

*c, x > c.*

(5)

为了近似真实值的输入x，我们执行去量化步骤：

x ≈ x = s (x国际 − z)

(6)

结合上述两个步骤，我们可以提供量化函数的一般定义，

*q*(·), as:

x=q(x;s,z,b)=s夹具 **x** + *z*; 0*,* 2*b* 1 *z ,* (7)

*s*

通过去量化步骤，我们还可以定义量化网格极限（qmin，q最大），其中qmin=sz，q最大=s（2*b*1Z）。超出此范围的任何x值都将被裁剪到其极限，从而产生裁剪错误。如果要减小剪切误差，可以通过增大比例因子来扩大量化范围。但是，增加比例因子会导致

详细介绍了如何选择量化参数，实现裁剪误差和舍入误差之间的正确权衡。

### 对称均匀量化

对称量化是一般非对称情形的简化版本。对称量化器将零点限制为0。这减少了在等式([3](#_bookmark5)）。但是缺少偏移限制了整数域和浮点域之间的映射。因此，有签名或无签名的选择

整数网格重要：

**x = s x**国际

x国际=夹具

( **x**

1; 0*,* 2*b* − 1)

(8a)

对于无符号整数 (8b)

x国际=夹具 **x** ; 2*b*−1*,* 2*b*−1 1 对于有符号整数 (8c)

*s*

无符号对称量化非常适合于单尾分布，如ReLU激活（见图[3](#_bookmark11)）。另一方面，对于大约为零的分布，可以选择有符号对称量化。

## 对称有符号 对称无符号

*s* **x**int8 *s* **x**uint8

0 斧头

## 不对称的

*s(x*uint8 *- z)*

图3：位宽为8的不同均匀量化网格的可视化说明。s是缩放因子，z是零点。浮点网格为黑色，整数量化网格为蓝色。

### 二倍功率量化器

二次方量子化是对称量子化的一种特殊情况，其中比例因子被限制为二次方，s=2−k。这种选择可以带来硬件效率，因为使用s进行缩放对应于简单的位移位。然而，尺度因子的有限表达会使舍入误差和剪裁误差之间的权衡变得复杂。

### 量化粒度

到目前为止，我们已经定义了每个张量的一组量化参数（量化器），一个用于权值，一个用于激活，如等式（[3](#_bookmark5)）。这被称为每张量量化。我们还可以为张量的各个段(例如权重张量的输出通道)定义单独的量化器，从而增加量化粒度。在神经网络量化中，由于其硬件实现更简单，每张量量化是最常见的粒度选择：方程中的所有累加器（[3](#_bookmark5)）使用相同的比例因子s**w**s**x**。但是，我们可以使用更细的粒度来进一步提高性能。例如，对于权值张量，我们可以为每个输出通道指定不同的量化器。这就是所谓的每通道量化，其含义将在本节中更详细地讨论[2.4.2](#_bookmark24).

其他工作超越了每个信道量化参数，并为每个组权重或激活应用单独的量化器（[鲁哈尼等人，2020](#_bookmark92); [斯托克等人，2019年](#_bookmark96); [纳西门托等人，2019年](#_bookmark90)）。增加组的粒度通常会以增加一些额外开销为代价来提高准确性。开销与处理具有不同比例因子的值和的累加器相关联。大多数现有的定点加速器目前不支持这种逻辑，因此，我们在这项工作中不会考虑它们。然而，随着这方面研究的增长，未来可以预期对这些方法有更多的硬件支持。

### 量化模拟

为了测试神经网络在量化设备上的运行效果，我们经常在用于训练神经网络的同一通用硬件上模拟量化行为。这叫做
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1. 用于定点操作的量化设备上推断的图。

输入

1. 使用浮点运算的模拟量化。

图4：卷积层的量化前向传递示意图：a）实际设备上量化推理的计算图。b)通用浮点硬件量化推理仿真。

量化模拟。我们的目标是使用浮点硬件近似定点操作。与在实际的量化硬件上运行实验或使用量化内核相比，这种模拟要容易得多。它们允许用户有效地测试各种量化选项，并且它能够为量化感知训练提供GPU加速，如第1节所述[4](#_bookmark57)在本节中，我们首先解释了此仿真过程的基本原理，然后讨论了有助于减少仿真与实际设备性能之间差异的技术。

之前我们看到了矩阵——向量乘法是如何在专用定点硬件中计算的。图中[4a](#_bookmark14)，我们将这个过程推广到一个卷积层，但我们也包括了一个激活函数，使其更加真实。在设备上推理期间，所有输入（偏置、权重和输入激活）都是以定点格式输入到硬件的。然而，当我们使用通用深度学习框架和通用硬件模拟量化时，这些数量处于浮点。这就是为什么我们在计算图中引入量化器块来诱导量化效应。

图[4b](#_bookmark14) 展示了如何在深度学习框架中对同一卷积层进行建模。在权值和卷积之间加入量化器块来模拟权值量化，在激活函数之后加入量化器块来模拟激活量化。由于偏差存储的精度较高，因此通常不会对其进行量化。在节中[2.3.2](#_bookmark20)我们将更详细地讨论何时将量化器定位在非线性之后是合适的。量化器块实现了方程的量化功能([7](#_bookmark9)并且每个量化器由一组量化参数(比例因子、零点、位宽)定义。量化器的输入和输出都是浮点格式，但输出位于量化网格上。

### 批量归一化折叠

批量规范化([Ioffe&Szegedy，2015年](#_bookmark82)）是现代卷积网络的标准组件。批量规范化在缩放和添加偏移之前对线性层的输出进行规范化（参见等式[9](#_bookmark18)）。对于设备上的推断，这些操作在称为批量规范化折叠([Krishnamoorthi，2018年](#_bookmark85); [雅各布等人，2018](#_bookmark83)）。这将从网络中完全删除批规范化操作，因为计算被吸收到相邻的线性层中。除了减少额外的缩放和偏移的计算开销外，这还防止了额外的数据移动和层输出的量化。更多

在形式上，在推理过程中，批量规范化被定义为输出x的仿射映射：

(  **x** − *µ* }

其中µ和σ是训练期间作为批统计量上的指数移动平均计算的平均值和方差，γ和β是每个通道学习的仿射超参数。如果批量规范化是在线性层y=BatchNorm(Wx)之后应用的，我们可以重写术语，使批量规范化操作与线性层本身融合。假设权重矩阵W∈R*n×m*，我们对每个输出y*k*应用批量规范化，对于k={1,.,n}：

y*k*=批次标准(W*k,:*x)

=γ K ***σ***2 + *E*

+ ***β****k*

***γ****k* **W***k,*:

= ***σ***2 + *E* **x** +

***γ µ β K−σ***2 ***+ E***

其中：

= **W** *k,*: **x** + **b** *k* (10)

***γ****k* **W***k,*:

**W***k,:* **=** 2 *,*

*k*

**b  *γ****k* ***µ****k*

*k* = ***β****k* 2 *.*

*k*

### 激活函数融合

在我们的朴素量子加速器中[2.1](#_bookmark2)我们看到，在计算矩阵乘法或卷积输出值之后，激活的再量化发生了。然而，在实际中，我们往往在线性运算之后直接出现非线性。将线性层的激活写入内存，然后将它们加载回计算核心以应用非线性，这是一种浪费。为此，许多硬件解决方案都带有一个硬件单元，该单元在重新量化步骤之前应用非线性。如果是这样，我们只需要模拟非线性之后发生的再量化。例如，ReLU非线性可以通过requantization块很容易地建模，因为您可以将激活量化的最小可表示值设置为0。

其他更复杂的激活功能，如sigmoid或Swish([Ramachandran等人，2017年](#_bookmark91)），需要更多的专门支持。如果这个支持不具备，我们需要在图中非线性前后增加一个量化步骤。这会对量化模型的精度产生很大的影响。虽然较新的激活如Swish功能提供了浮点精度的改进，但是这些在量化之后可能消失，或者在定点硬件上部署可能效率较低。

### 其他层和量子化

神经网络中使用了许多其他类型的层。这些模型的建模方式在很大程度上取决于具体的硬件实现。有时，模拟量化和目标性能之间的不匹配归结为没有正确量化层。在这里，我们提供一些指导，说明如何模拟几个常用层的量化：

不需要最大池激活量化，因为输入和输出值位于同一量化网格上。

平均池化整数的平均值不一定是整数。因此，在平均池化之后需要一个量化步骤。然而，我们对输入和输出使用相同的量化器，因为量化范围没有显著变化。

元素相加尽管性质简单，但这种操作很难精确模拟。在加法过程中，两个输入的量化范围必须完全匹配。如果这些范围

如果不匹配，则需要额外的注意，以使附加工作按预期进行。对此没有单一的可接受的解决方案，但是添加一个重量化步骤可以粗略地模拟添加的噪声。另一种方法是通过绑定输入的量化网格来优化网络。这将防止再量化步骤，但可能需要微调。

连接两个连接的分支通常不共享相同的量化参数。这意味着它们的量化网格可能不重叠，使得重新量化步骤是必要的。与元素相加一样，可以优化网络，使其具有连接分支的共享量化参数。

### 实际考虑

在对多层神经网络进行量化时，我们面临着大量的量化选择，包括量化方案、粒度和比特宽度。在本节中，我们将探讨一些有助于减少搜索空间的实际考虑因素。

注意，在本白皮书中，我们只考虑了均匀位宽。这意味着为权重或激活选择的位宽在所有层中保持恒定。同质位宽在硬件上得到了更普遍的支持，但最近的一些工作也探索了异质位宽或混合精度的实现（[范巴伦等人，2020](#_bookmark99); [董等，2019](#_bookmark76); [Uhlich等人，2020](#_bookmark97)).

### 对称与非对称量化

对于每一次权值和激活量化，我们都要选择一种量化方案。一方面，非对称量化由于存在额外的偏移参数，因此更具表现力，但另一方面也存在可能的计算开销。要了解为什么会这样，请考虑当不对称权重W--=s**w**W国际-z**w**)乘以不对称激活时会发生什么

= s**x**(x国际 − z**x**)

*=s***w***s***x***W*国际*x*国际*-s***w***z***w***s***x***x*国际*-s***w***s***x***z***x***W*国际*+s***w***z***w***s***x***z***x***。* (13)

第一项是如果两个运算都是对称格式的话我们会得到的。第三项和第四项仅取决于比例、偏移和权重值，这些值是预先已知的。因此，这两个项可以预先计算并添加到层的偏置项中，几乎不需要任何成本。然而，第二项取决于输入数据x。这意味着，对于每一批数据，我们需要在推理过程中计算一个额外的项。这会导致延迟和功率方面的重大开销，因为这相当于增加了一个额外的信道。

因此，使用不对称激活量化和对称权量化是一种常见的方法，避免了附加的数据依赖项。

### 每张量和每通道量化

在节中[2.2.3](#_bookmark12)，我们讨论了不同级别的量化粒度。权值和激活的每张量量化已经成为标准一段时间了，因为它被所有定点加速器所支持。然而，权重的每信道量化可以提高精度，尤其是当权重的分布在信道之间显著变化时。回顾方程中的量化MAC操作（[3](#_bookmark5)），我们可以看到，通过应用单独的每通道权重比例因子，可以在加速器中实现每通道权重量化，而不需要重新缩放。激活的每通道量化要难得多，因为我们不能将比例因子从求和中因子出来，因此需要为每个输入通道重新缩放累加器。虽然每个信道的权值量化越来越成为一种普遍做法，但并非所有商用硬件都支持它。因此，检查目标设备中是否有可能这样做是很重要的。

# 训练后量化

后训练量化（PTQ）算法取一个预训练的FP32网络，直接转换成固定点网络，不需要原有的训练流水线。这些方法可以

|  |  |  |
| --- | --- | --- |
| 型号（FP32精度） | ResNet18 (69.68) | 移动电视2（71.72） |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 位宽 | W8 | W6 | W4 | W8 | W6 | W4 |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 最小值-最大值 | **69.57** | 63.90 | 0.12 | **71.16** | 64.48 | 0.59 |
| MSE | 69.45 | **64.64** | **18.82** | 71.15 | **65.43** | **13.77** |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 最小值-最大值（每个通道） | 69.60 | 69.08 | 44.49 | 71.21 | 68.52 | 18.40 |
| MSE（每通道） | **69.66** | **69.24** | **54.67** | **71.46** | **68.89** | **27.17** |

表1：在FP32中保持激活的同时，不同方法设置（对称均匀）权量化器范围的烧蚀研究。5次运行以上的平均ImageNet验证准确率(%)。

不需要数据，或者可能需要一个小型校准装置，而这通常是现成的。此外，几乎没有超参数调整使得它们可以通过单个API调用作为黑箱方法以计算效率的方式量化预训练的神经网络。这使得神经网络设计者不必成为量化专家，从而允许神经网络量化的更广泛的应用。

PTQ过程中的一个基本步骤是为每个量化器找到良好的量化范围。我们在第#节中简要讨论了[2.2](#_bookmark6) 量化范围的选择如何影响量化误差。在这一部分，我们从讨论各种在实践中常用的寻找好的量化参数的方法开始。然后，我们探讨了PTQ期间观察到的常见问题，并介绍了克服这些问题的最成功的技术。利用这些技术，我们提出了一个标准的训练后量化管道，我们发现它在大多数常见的场景中工作得最好，最后我们引入了一组调试步骤来提高量化模型的性能。

### 量化范围设置

量化范围设置是指确定量化网格的剪裁阈值qmin和q最大的方法(见等式[7](#_bookmark9)）。在范围设置中，关键的权衡是在裁剪误差和舍入误差之间，在第#节中描述[2.2](#_bookmark6)，以及它们对每个配置的量化器的最终任务损失的影响。这里描述的每一种方法提供了两个量之间的不同的权衡。这些方法通常优化局部成本函数而不是任务损失。这是因为在PTQ中，我们的目标是计算速度快的方法，而不需要端到端的训练。权重通常可以量化，而不需要任何校准数据。然而，确定激活量化的参数通常需要几批校准数据。

最小—最大为了覆盖张量的整个动态范围，我们可以定义如下量化参数

qmin=min V，(14)

q最大=最大V，(15)

其中V表示要量化的张量。这不会导致剪切错误。然而，这种方法对异常值很敏感，因为强异常值可能会导致过度舍入误差。

均方误差（MSE）一种缓解大异常值问题的方法是使用基于MSE的范围设置。在这种范围设置方法中，我们发现qmin和q最大最小化了原始张量和量化张量之间的MSE：

最小参数IV-V（q *, q* )I *,* (16)

其中V（qmin，q最大）表示V的量化版本，*F*是Frobenius范数。优化问题通常采用网格搜索、黄金分割法或闭式解析近似求解。[班纳等人，2019年](#_bookmark71)）。此范围设置的几种变体

文献中也有方法，但它们在目标函数和最优化方面都非常相似。

|  |  |  |
| --- | --- | --- |
| 型号（FP32精度） | ResNet18 (69.68) | 移动电视2（71.72） |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 位宽 | A8 | A6 | A4 | A8 | A6 | A4 |

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 最小值-最大值 | 69.60 | 68.19 | 18.82 | 70.96 | 64.58 | 0.53 |
| MSE | 69.59 | 67.84 | 31.40 | 71.35 | 67.55 | 13.57 |
| MSE + Xent | **69.60** | **68.91** | **59.07** | **71.36** | **68.85** | **30.94** |
| BN (*α* = 6) | 69.54 | 68.73 | 23.83 | 71.32 | 65.20 | 0.66 |

表2：在保持FP32中的权值的同时，不同方法设置（非对称均匀）激活量化器范围的烧蚀研究。5次运行以上的平均ImageNet验证准确率(%)。

交叉熵对于某些层，被量化的张量中的所有值可能不是同等重要。其中一种情况是对分类网络最后一层的logits进行量化，在这种情况下，重要的是在量化后保持最大值的顺序。MSE可能不是一个合适的度量，因为它对张量中的所有值都进行了同等的加权，而不管它们的顺序如何。对于数量较多的类，我们通常有大量对预测精度不重要的小或负对数，也很少有重要的大值。在这种情况下，MSE会对少数较大的重要对数产生较大的量化误差，同时试图减小较小的对数的量化误差。在这种特定情况下，最小化以下交叉熵损失函数是有益的

最小参数

qmin、qmax

H (ψ (v) , ψ (vˆ(qmin, q最大))) (17)

其中H(·，·)表示交叉熵函数，ψ是软最大函数，v是对数向量。基于BN的量程设置激活量化器的量程设置通常需要一些校准数据。如果一层具有批规范化激活，则激活的每通道平均值和标准差分别等于已学习的批规范化移位和缩放参数。然后，这些可以用于找到激活量化器的合适参数，如下所示（[Nagel等人，2019](#_bookmark88)):

qmin=min(β-α γ) (18)

q最大=最大值(β+α γ) (19)

其中β和γ是每个通道学习的移位和尺度参数的矢量，并且α>0。[Nagel等人（2019年](#_bookmark88)）使用α=6，这样只裁剪大的异常值。

**表中的比较**[1](#_bookmark26) 比较了权值量化的范围设置方法。对于高位宽，MSE和min-max方法大多是对的。然而，在较低的位宽下，MSE方法的性能明显优于最小-最大。表中[2](#_bookmark29)我们对激活量子化提出了类似的比较。我们注意到，MSE结合最后一层的交叉熵，称为MSE+Xent，优于其他方法，特别是在较低的比特宽度下。该表还清楚地表明了使用交叉熵来代替MSE目标对最后一层的好处。

### 跨层均衡

量化误差的一个常见问题是，同一张量中的元素可能具有明显不同的大小。如上一节所讨论的，量化网格的范围设置试图在剪裁和舍入误差之间找到一个良好的折衷。不幸的是，在某些情况下，它们之间的幅度差异如此之大，以至于即使对于适度的量化（例如，INT8），我们也找不到合适的权衡。[Nagel等人（2019年](#_bookmark88))表明，这在深度可分离层中尤其普遍，因为每个输出特征只有少数权重负责，这可能导致权重的更高可变性。此外，他们还指出，批量规范化折叠会增加这种效果，并可能导致连接到各个输出通道的权重之间的严重不平衡（见图[5](#_bookmark32)）。虽然后者对于更细粒度的量化粒度(例如，每通道量化)来说不是一个问题，但是对于更广泛使用的每张量量化来说，这仍然是一个大问题。几篇论文（[Krishnamoorthi，2018年](#_bookmark85); [Nagel等人，2019](#_bookmark88); [盛等，2018 b](#_bookmark95)）注意到具有深度可分离卷积的高效模型，例如MobileNetV1（[霍华德](#_bookmark81)
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图5：BN折叠后MobileNetV2中第一深度可分离层的每个（输出）通道权重范围。盒图显示每个通道的最小值和最大值、第二和第三四分位以及中值。
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图6：单个通道的重新缩放说明。将第一层中的信道缩放因子s*i*导致第二层中的等效信道重新参数化1/s*i*。

[等，2017年](#_bookmark81)）和MobileNetV2（[桑德勒等人，2018](#_bookmark93)），显示PTQ显著下降，甚至导致随机性能。

本发明提出了一种无需使用每通道量化的克服这种不平衡的解决方案[Nagel等人（2019年](#_bookmark88)）。在并行工作中引入了类似的方法[梅勒等人（2019年](#_bookmark86)）。在这两篇论文中，作者观察到，对于许多常见的激活函数（例如，ReLU、PreLU），正标度等价性保持：

*f* (*sx*) = *sf* (*x*) (20)

对于任何非负实数s。这个等变系数适用于任何一阶齐次函数，并且可以通过缩放其参数化（例如ReLU6）来扩展到适用于任何分段线性函数。我们可以利用神经网络中连续层的正标度等价性。给定两层，h=f（W(1)x+b(1)）和y=f（W(2)h+b(2)），通过缩放等变，我们得到：

**y** = *f* (**W**(2)*f* (**W**(1)**x** + **b**(1)) + **b**(2))

=f(W(2)Sf(S−1W(1)x+S−1b(1))+b(2))

= *f* (**W**(2)*f*ˆ(**W**(1)**x** + **b**(1)) + **b**(2)) (21)

其中S=diag(S)是一个对角线矩阵，其值S*ii*表示神经元i的缩放因子S*i*。这允许我们用W(2)=W(2)S、W(1)=S−1W(1)和b(1)=S−1b(1)重新参数化我们的模型。在CNN的情况下，缩放将是每个频道，并相应地在空间维度上广播。我们在图中说明了这个重新缩放过程[6](#_bookmark34).

为了使模型对量化更稳健，我们可以找到一个缩放因子s*i*，使得重新缩放层中的量化噪声最小。跨层均衡（CLE）过程

|  |  |  |
| --- | --- | --- |
| 模型 | FP32 | INT8 |
| 原始模型 | 71.72 | 0.12 |
| + CLE | 71.70 | 69.91 |
| +吸收偏差 | 71.57 | **70.92** |
| 每通道量化 | 71.72 | 70.65 |

表3：MobileNetV2跨层均衡（CLE）的影响。ImageNet验证精度(%)，以全精度和8位量化进行评估。

([Nagel等人，2019](#_bookmark88)）通过在连续层上均衡动态范围来实现这一点。他们证明了通过设置S以使：

**s =**1 小(1)**r**(2)

(22)

其中r(j)是权张量j的通道i的动态范围。的算法[梅勒等人（2019年](#_bookmark86)）引入了一个类似的缩放因子，该因子也考虑了中间激活张量。然而，他们没有证明这种方法是最优的。

**吸收高偏压**[Nagel等人（2019年](#_bookmark88)）进一步注意，在某些情况下，特别是CLE之后，高偏压会导致激活的动态范围不同。因此，他们提出了一种程序，如果可能的话，将高偏差吸收到下一层。为了将c从第一层（随后是ReLU激活函数f）吸收到第二层，我们可以进行以下重新参数化：

**y** = **W**(2)**h** + **b**(2)

= **W**(2)(*f* (**W**(1)**x** + **b**(1)) + **c** − **c**) + **b**(2)

= **W**(2)(*f* (**W**(1)**x** + **b** (1)) + **c**) + **b**(2)

其中b(2)=W(2)c+b(2)，h=h c，和b(1)=b(1)c。在第二步中，我们利用这样一个事实，即对于具有ReLU函数f的层，存在一个非负向量c，使得r(Wx+Bc)=r(Wx+b)c。平凡解c=0对所有x都成立。然而，根据x的分布以及W和b的值，可以有一些值c*i*>0，对于这些值，这个等式对经验分布中的（几乎）所有x都成立。此值等于

c*i*=最大(0，最小(W(1)x+b(1)))。(24)

其中在小校准数据集中评估min**x**。为了消除对数据的依赖，作者提出了估计（[24](#_bookmark37)）通过批处理规范化层的移位和缩放参数，结果[3](#_bookmark0) 在c*i*=最大值(0，β I-3 γ I)。

**表中的实验**[3](#_bookmark35)我们证明了CLE和偏置吸收对将MobileNetV2量子化到8位的影响。由于跳过连接打破了层之间的等价性，我们只对每个剩余块内的层应用跨层等价。类似于[克里希纳穆尔蒂（2018](#_bookmark85)），我们观察到当将MobileNetV2量化到INT8时，模型性能接近随机。应用CLE使我们回到了FP32性能的2%以内，接近于每通道量化的性能。我们注意到，吸收高偏置会导致FP32性能的小下降，因为它是一种近似，但由于更精确的激活量化，它将量化性能提高了1%。CLE和偏置吸收之后的每张量量化共同产生比每通道量化更好的结果。

### 偏置校正

另一个常见的问题是量化误差往往有偏差。这意味着原始层或网络的预期输出和量化层或网络的预期输出发生了移位（E[Wx]=E Wx）。这种错误是

3 假设x为正态分布，则等式将占输入的约99.865%。

在深度可分离层中更为明显，每个输出通道只有几个元素（对于3 3内核通常为9个）。造成这种误差的主要原因往往是剪枝误差，因为少数强剪枝异常可能导致预期分布的变化。

几篇论文（[Nagel等人，2019](#_bookmark88); [Meller等人，2019](#_bookmark86); [芬克尔斯坦等人，2019](#_bookmark78)）注意到了这个问题，并介绍了针对预期的分布变化进行修正的方法。对于量化误差Δ W=W---W的量化层W，预期输出分布为

= E [(**W** + ∆**W**)**x**]

=E[Wx]+E[Δ wx]。(25)

因此，偏置误差由E[Δ wx]给出。因为Δ w是常数，所以我们有E[Δ wx]=Δ w e[x]。如果Δ w e[x]非零，则输出分布发生偏移。为了抵消这种变化，我们可以从输出中减去它：

E【ycorr】=E Wx−Δ W E【x】=E【y】。(26)

注意，这个修正项是一个与偏置形状相同的向量，因此可以被吸收到偏置中，而在推断时没有任何额外的开销。计算偏差修正项的方法有几种，其中最常见的两种是经验偏差修正和解析偏差修正。

经验偏差校正如果我们有一个校准数据集，偏差校正项可以通过比较量化模型和全精度模型的激活来简单地计算。实际上，这可以通过计算逐层完成

Δ W E[x]=E(Wxl-E[Wx]。(27)

**分析偏差校正**[Nagel等人（2019年](#_bookmark88)介绍了一种不需要数据就能解析计算偏置误差的方法。对于具有批量归一化和ReLU函数的常见网络，它们使用前一层的BN统计量来计算期望的输入分布E[x]。BN参数γ和β对应于BN层输出的平均值和标准差。假设输入值为正态分布，则可以使用剪枝正态分布来模拟ReLU对分布的影响。他们表明

E[x]=E[ReLU(x前)]

=γ N( −β }+β 1-φ( −β } (28)

其中x前是预激活输出，假定为每通道均值β和每通道标准差γ的正态分布，Φ()是标准正态CDF，符号(x)用于表示标准正态PDF。注意，所有向量操作都是元素（每个通道）操作。在计算输入分布E[x]后，将其乘以权量化误差Δ w即可简单地导出校正项。

**表中的实验**[4](#_bookmark40)我们演示了偏置校正对将MobileNetV2量化到8位的影响。应用解析偏差校正可以使量化模型的性能从随机提高到50%以上，表明量化引入的偏差误差对模型性能有显著的损害。当将偏置校正与CLE结合时，我们看到两种技术是互补的。它们一起在不使用任何数据的情况下实现了接近FP32的性能。

### 阿达罗恩

神经网络权值通常通过将每个FP32值投影到最近的量化网格点来量化，如方程中所示（[4](#_bookmark8)）用于均匀量化网格。我们将这种量化策略称为舍入到最近。舍入到最近策略的动机是这样一个事实，即对于固定量化网格，它产生浮点和量化权重之间的最低MSE。然而，[Nagel等人（2020](#_bookmark89)）表明，就

|  |  |  |
| --- | --- | --- |
| 模型 | FP32 | INT8 |
| 原始模型 | 71.72 | 0.12 |
| +偏置校正 | 71.72 | **52.02** |
| CLE+偏置吸收 | 71.57 | 70.92 |
| +偏置校正 | 71.57 | **71.19** |

表4：MobileNetV2的偏置校正效果。在全精度和8位量化下评估的ImageNet验证精度(%)。
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图7：等式中成本之间的相关性（[30](#_bookmark44))与仅用于ResNet18第一层的4位量化的100随机舍入矢量w的ImageNet验证精度(%)相比。

训练后制度中量化权重时的任务损失。为了说明这一点，作者使用100个不同的随机舍入样本将ResNet18的第一层的权重量化到4位（[Gupta等人，2015年](#_bookmark79)）并评估了每个舍入选择的网络性能。其中最好的舍入选择比最接近舍入的表现高出10%以上。图[7](#_bookmark42) 通过绘制这些取整选择在y轴上的性能来说明这一点。在本节中，我们将描述AdaRound（[Nagel等人，2020](#_bookmark89)），一种为PTQ寻找良好的权重舍入选择的系统方法。AdaRound是一种理论上有充分依据且计算效率高的方法，在实践中显示出显著的性能改进。

由于量化的主要目标是最小化最终任务损失，因此我们首先从这个损失出发，制定优化问题

最小参数

∆**w**

E [L (**x***,* **y***,* **w** + ∆**w**) − L (**x***,* **y***,* **w**)] (29)

其中Δ W表示由于量化引起的扰动，并且可以为每个权重取两个可能的值，一个是通过将权重向上舍入，另一个是通过将权重向下舍入。我们想要高效地解决这个二元优化问题。作为第一步，我们使用二阶泰勒级数展开来近似成本函数。这就减少了在优化过程中对每个新舍入选择进行性能评估的需要。我们进一步假设模型是收敛的，这意味着梯度项在近似中的贡献可以忽略，并且Hessian是块对角线，这忽略了跨层相关性。这就导致了以下基于Hessian的二次无约束二进制优化问题

最小参数

∆**w**()

E (∆**w**()*T* **H**(**w**())∆**w**()l (30)

图中的明显相关性[7](#_bookmark42) 在验证精度和方程的目标之间（[30](#_bookmark44)）表示后者作为任务损失的良好代理（等式[29](#_bookmark43)），甚至用于4位权重量化。尽管业绩有所改善（见表[5](#_bookmark45)），等式（[30](#_bookmark44)）不能广泛应用于重量取整，主要有两个原因：

* 计算Hessian的内存和计算复杂性对于一般的用例是不实用的。

|  |  |  |
| --- | --- | --- |
| 四舍五入 | 第一层 | 所有层 |
| 最近 | 52.29 | 23.99 |
| H(w)任务损失(等式[30](#_bookmark44)) | 68.62 | N/A |
| 续。松弛MSE（方程[32](#_bookmark48)) | 69.58 | 66.56 |
| AdaRound（方程式[35](#_bookmark49)) | **69.58** | **68.60** |

表5：本节所作各种近似和假设的影响[3.4](#_bookmark39) 在ImageNet上，ResNet18的验证准确度(%)平均超过5次运行。不适用表示相应的实验在计算上是不可行的。

* 方程的曲波问题（[30](#_bookmark44)）是NP-硬的。

为了解决第一个问题，作者引入了额外的适当假设，允许简化方程的目标（[30](#_bookmark44)）到以下局部优化问题，该问题最小化了层的输出激活的MSE。

最小参数

()

*k,*:

(∆**W**()**x**(−1))2 (31)

方程（[31](#_bookmark47)）不需要计算海森系数，也不需要从后续层中计算任何其他向后或向前传播信息。请注意，用于将方程的QUBO问题联系起来的近似和分析（[30](#_bookmark44)）方程的局部优化问题（[31](#_bookmark47)）独立于舍入问题。因此，这种分析也有利于其他问题的算法设计，包括模型压缩和NAS([Moons等人，2020](#_bookmark87)).

优化（[31](#_bookmark47)）仍然是一个NP难的优化问题。为了找到一个计算复杂度合理的近似解，作者将优化问题放宽到以下连续优化问题

arg minIWx-WxI+λ f

(**V**) *,* (32)

**V** I I*F* reg

其中l·l2

表示Frobenius范数，W是定义为

=s·夹具( W+h(V)；n，p}。(33)

我们用n和p表示整数网格极限，n=qmin/s和p=q最大/s。V*i,j*是我们优化的连续变量，h可以是值在0到1之间的任何单调函数，即h（V*i,j*）[0,1]。在[Nagel等人（2020](#_bookmark89)），作者使用一个校正的乙状结肠作为h。（[32](#_bookmark48))还引入了一个正则项，该正则项鼓励连续优化变量h(V*i,j*)收敛到0或1，从而它们是离散优化的有效解([31](#_bookmark47)）。用于[Nagel等人（2020](#_bookmark89)）是

freg (V) = 1 − |2*h* (**V***i,j*) − 1|*β,* (34)

*i,j*

其中β在优化过程中退火，以最初允许h(V*i,j*)自由移动，然后迫使它们收敛到0或1。为了避免误差在神经网络中的跨层累积，并考虑到非线性，作者提出了以下最终优化问题

arg minIf(Wx)-f(Δ)I2+λ f(**V**) *,* (35)

**V** I *a a* I*F* reg

其中，T是对所有前面的层进行量化的层的输入，f*a*是激活函数。（[35](#_bookmark49)）可以使用随机梯度下降有效地优化。这种优化权重取整的方法被称为“环绕”。

综上所述，我们在量化运算过程中的权重舍入方式对网络的性能有重大影响。AdaRound提供了一种理论上合理、计算上快速的权重取整方法。它只需要少量的未标记数据样本，不需要超参数整定或端到端微调，可以应用于任何神经网络的全连接和卷积层。

图8：标准PTQ管道。蓝色方框表示所需步骤，绿松石方框表示推荐的选择。

### 标准PTQ管道

在本节中，我们根据相关文献和大量实验，提出了PTQ的最佳实践管道。我们在图中说明了推荐的管道[8](#_bookmark50).该管道可为许多计算机视觉以及自然语言处理模型和任务实现具有竞争力的PTQ结果。根据模型的不同，可能不需要某些步骤，或者其他选择可能导致相同或更好的性能。

跨层均衡首先，我们应用了跨层均衡（CLE），这是全精度模型的预处理步骤，使其对量化更加友好。CLE对于具有深度可分离层的模型和每张量量化特别重要，但它也经常显示出对其他层和量化选择的改进。

添加量化器接下来，我们选择我们的量化器并在我们的网络中添加量化操作，如第节所述[2.3](#_bookmark13)量化器的选择可能取决于特定的目标硬件；对于常见的人工智能加速器，我们建议使用对称量化器进行权重，使用非对称量化器进行激活。如果HW/SW堆栈支持，则对权值使用每通道量化是有利的。

权重范围设置为了设置所有权重张量的量化参数，我们建议使用基于分层MSE的准则。在特定的每通道量化情况下，使用min-max方法在某些情况下是有利的。

如果我们有一个小的校准数据集[4](#_bookmark0) 我们接下来将应用AdaRound，以优化权重的舍入。这一步骤对于在PTQ中实现低比特权重量化（例如4比特）至关重要。

偏差校正如果我们没有这样的校准数据集，而网络使用批量归一化，我们可以使用分析偏差校正来代替。

激活范围设置作为最后一步，我们确定网络中所有数据相关张量的量化范围（即激活）。我们对大多数层使用基于MSE的标准，这需要一个小的校准集来找到最小的MSE损耗。或者，我们可以使用基于BN的范围设置来拥有完全无数据的管道。

### 实验

我们现在评估上述PTQ管道在常见计算机视觉和自然语言理解应用中的性能。我们的结果总结于表[6](#_bookmark53).对于语义分割任务，我们评估了DeepLabV3（使用MobileNetV2主干）（[陈等，2017](#_bookmark74))在Pascal VOC上，对于对象检测，EfficientDet([谭等，2020](#_bookmark98)）在可可2017年。其余的计算机视觉模型在ImageNet分类基准上进行评估。对于自然语言理解，我们基于GLUE基准（[王等，2018](#_bookmark100)).

在所有情况下，我们观察到，与浮点（0.7%以内）相比，权重和激活的8位量化（W8A8）仅导致所有模型的精度边际损失。适用于W8A8

4 通常，500到1000个未标记图像就足以作为校准集。

|  |  |  |  |
| --- | --- | --- | --- |
| 模型 | FP32 | 每张量  W8A8 W4A8 | 每通道  W8A8 W4A8 |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| ResNet18 | 69.68 | 69.60 | 68.62 | 69.56 | 68.91 |
| ResNet50 | 76.07 | 75.87 | 75.15 | 75.88 | 75.43 |
| 移动电视2 | 71.72 | 70.99 | 69.21 | 71.16 | 69.79 |
| InceptionV3 | 77.40 | 77.68 | 76.48 | 77.71 | 76.82 |
| EfficientNet精简版 | 75.42 | 75.25 | 71.24 | 75.39 | 74.01 |
| DeeplabV3 | 72.94 | 72.44 | 70.80 | 72.27 | 71.67 |
| EfficientDet-D1 | 40.08 | 38.29 | 0.31 | 38.67 | 35.08 |
| BERT基† | 83.06 | 82.43 | 81.76 | 82.77 | 82.02 |

表6：我们的标准PTQ管道在各种型号和任务中的性能（平均超过5次运行）。DeeplabV3（MobileNetV2主干）在Pascal VOC（联合上的平均交叉点）、COCO 2017上的EfficientDet-D1（平均平均精度）、BERT——基于GLUE基准和ImageNet上的其他模型（精度）上进行评估。我们在各自的验证集中评估所有模型。在所有情况下，越高越好。†一些量化的激活保持在更高的精度(16位)。

量化我们也没有看到使用每通道量化的显著收益。然而，当权重量化到4位时，图像发生变化(W4A8)。对于ResNet18/50和InceptionV3，对于每张量和每通道量化，精度下降仍在浮点的1%以内。然而，对于更高效的网络，如MobileNetV2和EfficientNet lite，对于每张量量化，下降幅度分别增加到2.5%和4.2%。这很可能是由于深度可分离卷积的量化。这里，每通道量化可以显示出显著的好处，例如，在EfficientNet lite中，与每张量量化相比，每通道量化将精度提高2.8%，使其在1.4%的全精度精度内。我们看到了EfficientDet-D1和DeeplabV3的类似效果，它们都在主干中使用深度可分离卷积。

对于BERT-base，我们观察到一些激活张量在其动态范围上存在极端的差异。为了使PTQ仍然工作，我们使用第#节中概述的调试过程识别了这些层[3.7](#_bookmark54) 并将它们保存在16位。否则，BERT-base遵循与大多数其他型号相似的趋势，我们的PTQ管道允许4位权重量化在1.5%的胶分数下降。

### 调试

我们证明了标准PTQ管道可以在广泛的模型和网络中获得具有竞争力的结果。但是，如果在遵循我们的管道步骤后，模型的性能仍然不令人满意，我们建议使用一组诊断步骤来识别瓶颈并提高性能。虽然这不是严格意义上的算法，但这些调试步骤可以提供关于量化模型性能不佳的见解，并有助于解决潜在问题。这些步骤如图所示[9](#_bookmark55) 并在下文中更详细地描述：

FP32的合理性检查一个重要的初始调试步骤是确保浮点和量化模型在前向传递中的行为相似，尤其是在使用自定义量化管道时。将量化模型位宽设置为32位，用于权重和激活，或在可能的情况下绕过量化操作，并检查精度是否与FP32模型匹配。

权重或激活量化下一个调试步骤是确定激活或权重量化如何独立地影响性能。如果所有权重都量化到较高的位宽，而激活保持在较低的位宽，或者如果所有激活都使用高位宽而激活低位宽，性能是否恢复？这一步可以显示激活和权重量化对整体性能下降的相对贡献，并为我们指出合适的解决方案。

如果上一步显示权重量化确实会导致精度下降，那么有几种解决方案可以尝试：

* 如果尚未实现CLE，则应用CLE，特别是对于具有深度可分离卷积的模型。

图9：PTQ调试流程图。误差是浮点和量化模型精度之间的差值。

* 尝试每通道量化。这将解决每个信道权重分配不均的问题。
* 如果有校准数据，则应用偏置校正或在周围应用。

固定激活量化以减少激活量化带来的量化误差，我们也可以尝试使用不同的范围设置方法或调整CLE以考虑激活量化范围，因为香草CLE会导致激活分布不均匀。

逐层分析如果全局解决方案的精度没有恢复到可接受的水平，我们将单独考虑每个量化器。我们将每个量化器按顺序设置为目标位宽，同时将网络的其余部分保持在32位（参见图中的inner for循环[9](#_bookmark55)).

可视化图层如果单个张量的量化导致精度显著下降，我们建议可视化不同粒度的张量分布，例如，如图所示的每个通道[5](#_bookmark32)和维度，例如，用于BERT中激活的每个令牌或每个嵌入。

固定单个量化器可视化步骤可以揭示张量对量化的敏感性的来源。一些常见的解决方案包括为该量化器设置自定义范围，或为有问题的量化器允许更高的位宽，例如，BERT-base from table[6](#_bookmark53)如果问题得到解决，并且精度恢复，我们将继续下一个量化器。如果没有，我们可能不得不求助于其他方法，例如量化感知训练（QAT），这在本节中讨论[4](#_bookmark57).

完成上述步骤后，最后一步是将完整模型量化到所需的位宽。如果精度是可接受的，我们就有了最终的量化模型。否则，我们可以考虑更高的位宽和更小的粒度，或者恢复到更强大的量化方法，例如量化感知训练。

# 量化感知训练

上一节中描述的训练后量化技术是我们量化工具包中的第一个常用工具。它们非常有效且快速实现，因为它们不需要对带有标签数据的网络进行重新训练。然而，它们有局限性，特别是当目标是低比特量化激活时，例如4比特及以下。训练后技术可能不足以减轻低比特量化引起的大量化误差。在这些情况下，我们采用量化感知训练（QAT）。QAT对量化噪声源进行建模（参见第[2.3](#_bookmark13)）在训练期间。这使得模型能够找到比训练后量化更多的最优解。然而，较高的精确度伴随着神经网络训练的通常成本，即较长的训练时间、对标记数据的需要和超参数搜索。

在本节中，我们将探讨反向传播如何在具有模拟量化的网络中工作，并为使用QAT有效地训练模型提供标准管道。我们还将讨论批量归一化、折叠和每通道量化在QAT中的含义，并为广泛的任务和模型提供结果。

### 反向路径的模拟量化

在节中[2.3](#_bookmark13)，我们看到了如何在深度学习框架中使用浮点来模拟量化。但是，如果我们看一下图的计算图[4](#_bookmark14)为了训练这样的网络，我们需要通过模拟的量化器块进行反向传播。这就产生了一个问题，因为方程中的舍入到最近操作的梯度（[4](#_bookmark8)）是零或到处都是未定义的，这使得基于梯度的训练变得不可能。一种解决方法是使用直通估计器(STE，[本吉奥等人。2013年](#_bookmark72)），将舍入运算符的梯度近似为1：

*∂lyl= 1* (36)

*∂y*

利用这个近似，我们现在可以从方程（[7](#_bookmark9)）。为了清楚起见，我们假设对称量子化，即z=0，但同样的结果也适用于非对称量子化，因为零点是一个常数。我们用n和p来定义整数网格极限，使得n=qmin/s和p=q最大/s。方程的梯度（[7](#_bookmark9))w.r.t其输入，

x*i*，由以下方式给出：

*∂***x**.*i* = *∂q*(**x***i*)

*∂***x***i*

*∂***x***i*

=s·*∂*夹具( xi 1；n，p)+0

*s ·∂lxi/sl∂(xi/s)*

*如果q*min*≤xi≤q*最大*，*

= 



*∂*(**x***i/s*)

*∂n s* · *∂***x**

*∂***x***i*

if x*i*

*< q*min*,*

*1如果q*min*≤xi≤q*最大*，*

0否则。

(37)

使用这个梯度定义，我们现在可以通过量化块反向传播。图[10](#_bookmark60) 显示了用于量化感知训练的前向和后向传递的简单计算图。前向通道与图中相同[4](#_bookmark14)，但在后向传递中，由于STE假设，我们有效地跳过了量化器块。在早期的QAT工作中，量化范围

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAAICAYAAABDPleNAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAyUlEQVQ4jWP8//8/w1AGX/bti/91754Rn79/L4uo6CNsapjo7Shqg/8/f3J93rIl72lGxt03U6bM/f30qTq6miHvSTj4+5fl6549Sc9ycq6/7u5e+evePUOYFOP75csbBtBpFINft2+bfj971gubHIeR0Q7+kJC24ROTeADjUC94Pm/fnvlu5sxpcAFGxv9cVlZr+IOD29mUlM4zMDAwsAyY66gNmJn/cDs4LOYPCupklZa+iSw15D3JyM7+jdfbezJfQEAPrioEAJoSRtW6wIP9AAAAAElFTkSuQmCC) 向后![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAADkAAAAICAYAAABDPleNAAAABmJLR0QA/wD/AP+gvaeTAAAACXBIWXMAAA7EAAAOxAGVKw4bAAAAyElEQVQ4jWP8//8/w1AGK1auib90+apRVkZKr4yM9CNsapjo7Shqg+/ff3DNmjM/z8TC/m5+YdncO3fuqqOrGfKehIE/f/6wLF2+KsnS1uV6SlrOykuXrxrC5Bg7u/sbBtBtFIPz5y+a7t673wubnLOT/Y6CvOy2YROTeMH///+HNJ43f3GmsLj8fxgWkVD4l5SSteripSuGMDUsAx3I1AIsLCx/wkICF+flZHSqqCjfRJEbKEdRC3BycnxLTU6YnJ2Z2oOrCgEAA57ZR4pF0MMAAAAASUVORK5CYII=)向前

输入

图10：采用STE假设的量化感知训练的正向和反向计算图。

对于在每次迭代中更新的权重和激活，最常用的是最小-最大范围（[Krishnamoorthi，2018年](#_bookmark85)）。在后来的工作中（[Esser等人，2020](#_bookmark77); [Jain等人，2019](#_bookmark84); [Bhalgat等人，2020](#_bookmark73)用STE计算梯度w.r.t。量化参数z和s。首先利用链式规则和STE计算梯度w.r.t。比例因子：

*∂***x**.*i* = *∂*

(s·夹具( xi 1；n，p)l

*-xi/s+lxi/sl如果q*min*≤xi≤q*最大*，*

= *n 如果xi<q*min*，*

*p 如果xi>q*最大*。*

(38)

最初，我们将零点限制为整数。为了使零点可学习，我们将其转换为实数并应用舍入算子。修改后的量化函数定义为：

**x** = *q*(**x**; *s, z*) = *s* 夹具 **x** + *z* ; *n, p z* (39)

*s*

梯度w.r.t。通过将STE再次应用于舍入运算符，计算到z：

*∂***x**.*i* = (0 *q*min *≤ xi ≤ q*最大*,*

(40)

|  |  |  |
| --- | --- | --- |
| 型号（FP32精度） | ResNet18 (69.68) | 移动电视2（71.72） |

|  |  |  |
| --- | --- | --- |
| 位宽 | W4A8 W4A4 | W4A8 W4A4 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 静态折叠BN | **69.76** | **68.32** | **70.17** | **66.43** |
| 双前锋([Krishnamoorthi，2018年](#_bookmark85)) | 69.42 | 68.20 | 66.87 | 63.54 |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 静态折叠（每个通道） | 69.58 | 68.15 | **70.52** | 66.32 |
| 保留原始BN（每个频道） | **70.01** | **68.83** | 70.48 | **66.89** |

表7：将BN纳入QAT的各种方法的消融研究。学习速率针对每个配置单独优化。3次运行的平均ImageNet验证准确率(%)。

### 批量归一化折叠和QAT

在节中[2.3.1](#_bookmark16)我们引入了批量归一化折叠，将缩放和加法吸收到线性层中，以允许更有效的推理。在量化感知训练中，我们想要紧密模拟推理行为，这也是为什么我们在训练中要考虑BN折叠的原因。注意，在一些QAT文献中，BN折叠效应被忽略了。虽然在我们使用每通道量化时（本节下文将详细介绍）这是可以的，但是保持BN展开以进行每张量量化会导致以下两种情况之一：

1. BN层在推理期间应用每个信道的重新缩放。在这种情况下，我们不妨首先使用每通道量化。
2. 我们在部署过程中将BN折叠到权张量中，并且在训练网络以适应不同的量化噪声时，会导致潜在的显著精度下降。

在QAT中建模BN折叠的一个简单而有效的方法是静态折叠BN尺度并将其偏移到线性层的权重和偏差中，正如我们在方程中看到的那样([11](#_bookmark21)）和（[12](#_bookmark22)）。这对应于权重的重新参数化，并且有效地从网络中完全去除批量规范化操作。从一个收敛的预训练模型开始，静态折叠是非常有效的，从表的结果可以看出[7](#_bookmark61).

另一种方法是[雅各布等人（2018年](#_bookmark83))两者都在QAT期间更新运行统计信息，并使用校正应用BN折叠。这种方法比较麻烦，计算成本也比较高，因为它涉及到一个双前向传递：一个用于批量统计，一个用于量化线性操作。然而，根据我们的实验（见表[7](#_bookmark61)），静态折叠尽管简单，但性能还是很好。

**分段每通道量化**[2.4.2](#_bookmark24)，我们提到权重的每通道量化在硬件支持下可以提高准确率。静态折叠重参数化也适用于每通道量化。然而，每通道量化提供了额外的灵活性，因为它允许我们将批量归一化缩放操作吸收到每通道缩放因子中。让我们通过从第1节重温BN折叠方程来了解这是如何可能的[2.3.1](#_bookmark16)，但这次引入了权重的每通道量化，使得W*k,:*=q(W*k,:*；s**w,k**)=

s**w,k**W国际。通过对类似于等式的线性层的输出应用批规范化([10](#_bookmark19)),

我们得到：

y*k*=批次标准(--k,：x)

***γ* W**

= ***σ***2 + *E* **x** +

***γ Kµkβ K−σ***2***+E***

***γ****ks***w***,k* 国际

= 2 **W***k,*: **x** + **b***k*

*k*

*k,*:

我们可以看到，现在可以将批规范化缩放参数吸收到每个通道缩放因子中。对于QAT来说，这意味着我们可以在训练时保持BN层的完整，并在之后将BN缩放因子合并到每个信道量化参数中。实际上，

|  |  |  |
| --- | --- | --- |
| 型号（FP32精度） | ResNet18 (69.68)  PTQ QAT | 移动电视2（71.72）  PTQ QAT |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| W4A8 w/min-最大重量初始化 | 0.12 | 69.61 | 0.56 | 69.96 |
| W4A8带MSE重量初始化 | 18.58 | **69.76** | 12.99 | **70.13** |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| W4A4 w/最小-最大动作初始化 | 7.51 | 68.23 | 0.22 | **66.55** |
| W4A4带MSE动作初始化 | 9.62 | **68.41** | 0.71 | 66.29 |

表8：各种初始化量化网格方法的烧蚀研究。学习速率针对每个配置单独优化。ImageNet验证准确率（%）平均超过3次运行。

从表的最后两行可以看出，这种建模方法对于每通道量化来说是完全正确的，或者比静态折叠更好[7](#_bookmark61).

### QAT的初始化

在本节中，我们将探讨初始化对QAT的影响。文献中通常的做法是从预先训练的FP32模型开始([Esser等人，2020](#_bookmark77); [Krishnamoorthi，2018年](#_bookmark85); [雅各布等人，2018](#_bookmark83); [Jain等人，2019](#_bookmark84)）。虽然从FP32模型开始是有益的，但量化初始化对最终QAT结果的影响研究较少。在这里，我们探讨了在进行QAT之前使用几种PTQ技术的效果。

范围估计的影响，以评估初始范围设置的影响（参见第[3.1](#_bookmark28)对于重量和活化，我们进行了两组实验，总结如下[8](#_bookmark64)在第一个实验中，我们将权值量化到4位，并将激活保持在8位。我们比较了最小-最大初始化和基于MSE的权值量化范围的初始化。虽然MSE初始化模型具有显著更高的启动精度，但在训练20个时代后，差距缩小了。

为了探索激活量化的相同效果，我们进行了一个类似的实验，现在我们将激活量化到4位，并比较最小-最大初始化与基于MSE的初始化。权重范围初始化的观察结果也适用于此。图中[11](#_bookmark66) 我们展示了这个实验的完整训练曲线。在最初的几个时代，使用MSE初始化有一个显著的优势，在训练的后期几乎消失了。总之，更好的初始化可以导致更好的QAT结果，但增益通常很小，并且随着训练持续时间的延长而消失。
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图11：初始激活范围设置对ResNet18 QAT训练行为的影响。每次训练周期后超过3次运行的平均ImageNet验证准确率（%）（标准偏差着色）。

|  |  |  |
| --- | --- | --- |
| 型号（FP32精度） | ResNet18 (69.68)  PTQ QAT | 移动电视2（71.72）  PTQ QAT |

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| W4A8基线 | 18.58 | 69.74 | 0.10 | 0.10 |
| W4A8带CLE | 16.29 | **69.76** | 12.99 | **70.13** |
| W4A8带CLE+BC | 38.58 | 69.72 | 46.90 | 70.07 |

表9：不同PTQ初始化的消融研究。学习速率针对每个配置单独优化。ImageNet验证准确率（%）平均超过3次运行。

**CLE在表中的影响**[9](#_bookmark67) 我们比较了其他PTQ改进的效果，如CLE和偏置校正。对于ResNet18，我们没有看到最终QAT性能的显著差异，而对于MobileNetV2，我们观察到没有CLE就无法训练它。这可能是由于每张量量化导致的灾难性性能下降，我们在本节中讨论了这一点[3.2](#_bookmark31)总之，对于那些存在严重问题的模型，我们可能需要高级PTQ技术，如CLE来初始化QAT。在大多数其他情况下，改进的PTQ初始化只会导致最终QAT性能的轻微改善。

### 标准QAT管道

在本节中，我们根据相关文献和大量实验，提出了QAT的最佳实践管道。我们在图中说明了推荐的管道[12](#_bookmark68).该管道在多种计算机视觉和自然语言处理模型和任务上产生了良好的QAT结果，可以被视为实现低比特量化性能的首选工具。正如前面几节所讨论的，我们总是从一个预先训练的模型开始，并遵循一些PTQ步骤，以便具有更快的收敛速度和更高的精度。

与PTQ类似的跨层均衡，首先将CLE应用于全精度模型。正如我们在桌子上看到的[9](#_bookmark67)，对于遭受权重分布不平衡的模型，如MobileNet架构，此步骤是必要的。对于其他网络或在每信道量化的情况下，该步骤可以是可选的。

添加量化器接下来，我们选择我们的量化器并在我们的网络中添加量化操作，如第1节所述[2.3](#_bookmark13)量化器的选择可能取决于特定的目标硬件，对于常见的AI加速器，我们建议使用对称量化器进行权重，使用非对称量化器进行激活。如果HW/SW堆栈支持，则对权值使用每通道量化是有利的。在此阶段，我们还将确保批量规范化的模拟是正确的，如第#节所述[4.2](#_bookmark63).

在训练前，我们必须初始化所有的量化参数。更好的初始化将有助于更快的训练，并可能提高最终的准确性，尽管通常提高幅度很小（见表[8](#_bookmark64)）。一般来说，我们建议使用基于分层MSE的标准来设置所有量化参数。在特定的每通道量化情况下，使用最小-最大设置有时是有利的。

可学习量化参数我们建议使量化器参数可学习，如第#节所述[4.1](#_bookmark58)直接学习量化参数，而不是每次都更新，可带来更高的性能，尤其是在处理低比特量化时。但是，在为任务设置优化器时，使用可学习量化器需要特别小心。当使用SGD型优化器时，与网络的其余参数相比，量化参数的学习速率需要降低。如果我们使用具有自适应学习速率的优化器，例如Adam或RMSProp，则可以避免学习速率的调整。

### 实验

使用我们的QAT管道，我们量化和评估了与我们在部分中用于PTQ的相同模型[3.6](#_bookmark52)我们的结果见表[10](#_bookmark70) 用于不同的位宽和量化粒度。DeepLabV3在帕斯卡VOC上训练了80个时代；在COCO 2017上有效运行20个时代；所有其他视觉模型都在ImageNet上训练了20个时代。BERT-base在每个

图12：标准量化感知训练管道。蓝色方框表示步骤，绿松石方框表示推荐的选择。

|  |  |  |  |
| --- | --- | --- | --- |
| 模型 | FP32 | 每张量  W8A8 W4A8 W4A4 | 每通道  W8A8 W4A8 W4A4 |

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| ResNet18 | 69.68 | 70.38 | 69.76 | 68.32 | 70.43 | 70.01 | 68.83 |
| ResNet50 | 76.07 | 76.21 | 75.89 | 75.10 | 76.58 | 76.52 | 75.53 |
| InceptionV3 | 77.40 | 78.33 | 77.84 | 77.49 | 78.45 | 78.12 | 77.74 |
| 移动电视2 | 71.72 | 71.76 | 70.17 | 66.43 | 71.82 | 70.48 | 66.89 |
| EfficientNet精简版 | 75.42 | 75.17 | 71.55 | 70.22 | 74.75 | 73.92 | 71.55 |
| DeeplabV3 | 72.94 | 73.99 | 70.90 | 66.78 | 72.87 | 73.01 | 68.90 |
| EfficientDet-D1 | 40.08 | 38.94 | 35.34 | 24.70 | 38.97 | 36.75 | 28.68 |
| BERT基 | 83.06 | 83.26 | 82.64 | 78.83 | 82.44 | 82.39 | 77.63 |

表10：我们的标准QAT管道在各种型号和任务中的性能（平均超过3次运行）。DeeplabV3（MobileNetV2主干）在Pascal VOC（联合上的平均交叉点）上进行评估，在COCO 2017上进行EfficientDet-D1（平均平均精度）上进行评估，在GLUE基准上进行BERT-base，在ImageNet上进行所有其他模型（精度）。我们在各自的验证集中评估所有模型。在所有情况下，越高越好。

根据任务和量化粒度，对应的胶水任务为3到12个时期。我们对所有模型都使用Adam优化器。我们以每个量化配置的最佳学习率呈现结果，并且不进行进一步的超参数调整。

我们观察到，对于没有深度可分离卷积的网络（表的前3行[10](#_bookmark70)W8A8和W4A8量化在某些情况下与浮点模型相当甚至优于浮点模型。这可能是由于量化噪声训练的规律性效应，或者是由于QAT期间的额外微调。对于更激进的W4A4，我们注意到一个小的下降，但仍然在1%的浮点精度。

具有深度可分离层的量化网络（MobileNetV2、EfficientNet lite、DeeplabV3、EfficientDet-D1）更具挑战性；我们还从本节的PTQ结果中观察到了一个趋势[3.6](#_bookmark52) 并在文献中讨论（[Chin等人，2020](#_bookmark75); [盛等，2018年a](#_bookmark94)）。8位量化几乎不会导致精度下降，而将权重量化到4位会导致更大的下降，例如对于采用每张量量化的EfficientNet lite，下降约4%。每通道量化可以显著提高性能，使DeepLabV3达到浮点精度，并将MobileNetV2和EfficientNet lite之间的差距缩小到1.5%以下。对于这种网络来说，将权值和激活量化到4位仍然是一个挑战，即使采用每通道量化，它也会导致高达5%的下降。效率DET-D1仍然比该组中的其他网络更难量化。

对于BERT-base，我们观察到具有范围学习的QAT可以有效地处理高动态范围，允许将所有激活保持在8位（与PTQ不同）。W4A8保持在原胶分数的1%以内，说明低比特权量化对于变压器型号来说不是问题。我们只注意到当将此与低比特激活量化（W4A4）结合时，性能显著下降。

# 摘要和结论

深度学习已经成为许多机器学习应用中不可或缺的一部分，现在可以在无数的电子设备和服务中找到，从智能手机和家用电器到无人机、机器人和自动驾驶汽车。随着深度学习在我们日常生活中的普及和普及程度的提高，对快速高效的神经网络推理的需求也在增加。神经网络量化是降低神经网络在推理过程中能量和时延要求的最有效方法之一。

量化使我们能够从浮点表示转换为定点格式，并且结合利用高效定点操作的专用硬件，有可能实现显著的功率增益和加速推理。然而，为了利用这些节省，我们需要稳健的量化方法，能够保持高精度，同时减少权值和激活的比特宽度。为此，我们考虑了两类主要的量化算法：训练后量化（PTQ）和量化感知训练（QAT）。

训练后量化技术采用预先训练的FP32网络，并将其转换为不需要原始训练管道的固定点网络。这使得它们成为一种轻量级的、按下按钮的量化方法，工程工作量和计算成本都很低。我们描述了PTQ的一系列最新进展，并介绍了一个PTQ管道，该管道可为广泛的模型和机器学习任务带来接近浮点的精度结果。特别是，使用所提出的管道，我们可以实现8位量化的权值和激活在所有网络的浮点精度仅1%。我们进一步证明，许多网络甚至可以量化到4位权值，而性能只会有很小的额外下降。此外，我们引入了一个调试工作流，以有效地识别和修复在量化新网络时可能出现的问题。

量化感知训练通过模拟量化操作对训练过程中的量化噪声进行建模。与PTQ相比，该训练程序允许找到更好的解决方案，同时实现更有效和更积极的激活量化。与PTQ类似，我们引入了一个标准的训练管道，利用了该领域的最新算法。我们还特别关注了QAT期间的批量规范化折叠，并表明简单静态折叠优于其他计算成本更高的方法。我们证明了我们的QAT管道可以实现4位权重量化，对于某些模型甚至可以实现4位激活，与浮点相比，精度只有很小的下降。

PTQ和QAT之间的选择取决于应用程序的精度和功率要求。这两种方法都是任何模型效率工具包的重要组成部分，我们希望我们提出的管道将帮助工程师以更少的时间和精力部署高性能的量化模型。
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